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enabling them to use their data in open cloud 
workflows with the providers they prefer at a fraction 
of the cost. Headquartered in San Mateo, CA, 
Backblaze (NASDAQ: BLZE) was founded in 2007  
and serves over 500,000 customers in 175 countries 
around the world. For more information,  
please go to www.backblaze.com

Backblaze is the cloud storage innovator delivering 
a modern alternative to traditional cloud providers. 
We offer high-performance, secure cloud object 
storage that customers use to develop applications, 
manage media, secure backups, build AI workflows, 
protect from ransomware, and more. Backblaze helps 
businesses break free from the walled gardens  
that traditional providers lock customers into,  

About

https://www.backblaze.com/
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Introduction

Higher education institutions face a unique set of challenges 
when it comes to managing and protecting their vast data 
and application services landscapes. Ransomware attacks, 
natural disasters, technical glitches, and all forms of data 
disasters can have a significant impact on a higher education 
institution’s operations, finances, and reputation.

A well-crafted data protection and disaster recovery (DR) 
plan is essential for higher education institutions to prepare 
for these unforeseen disruptions. By implementing a 
comprehensive DR strategy, institutions can ensure business 
continuity, faster and more efficient recovery, and clear 
communication for all stakeholders. This not only minimizes 
downtime and data loss, it also protects the institution’s 
reputation and maintains trust with students, faculty, and staff.

This guide is designed for technology leaders and 
practitioners in higher education institutions who want  
to achieve cost-efficiency in data and application backup, 
archive, and recovery, while ensuring compliance with  
data regulations. 

By understanding the specific challenges of higher education 
IT and the potential consequences of data disasters, you can 
take proactive steps to develop and test a robust DR plan that 
protects your institution’s critical data and ensures secure, 
affordable business continuity and resilience in the face of 
the unexpected. 

The High Price of  
University Data 
Breaches
In 2020, a phishing attempt gained access 
to the University of Vermont Medical Center. 
Phishing emails sent to UVM workers were the 
first vector for the attack. 

The UVM system was down for 28 days due to 
the phishing attack, and staff had to remove 
malware from 1,300 servers, according to 
reports from the Healthcare Compliance 
Association (HCCA).

The university refused to pay the attacker’s 
ransom demand, but the incident was still 
estimated to have cost up to $50 million.

Source →

04Disaster Recovery Planning for Higher Education

https://www.techopedia.com/phishing-statistics
https://www.techopedia.com/phishing-statistics
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Top 10 Data and Disaster Recovery Mistakes

Here are 10 critical errors that can undermine  
your DR plan, leaving your staff, students,  
and institution vulnerable. 

By avoiding these mistakes and implementing  
a comprehensive DR plan, universities and  
colleges can ensure a rapid and efficient recovery 
from unforeseen disruptions.

Proximity paradox

A geographically close DR site offers limited 
protection. A natural disaster impacting your 
primary location could easily disable the 
nearby DR facility as well.

Untested backups

Backups that haven’t been restored and 
verified are unreliable. Regularly test your 
backups to ensure a smooth recovery process 
during a disaster.

Replication trap

Relying solely on replication for DR creates  
a single point of failure. If your primary site is 
compromised, the replicated data at the DR 
site might be compromised as well. Off-site 
full and incremental backups are essential.

Paper plan peril

A DR plan gathering dust on a shelf 
is useless. Conduct regular drills to 
simulate disaster scenarios and expose 
weaknesses in your plan.

Snapshot snafu

Snapshots are not comprehensive backups. 
Using snapshots for long-term storage and 
retention introduces both technical and 
compliance risks with how snapshots are 
managed. This affects both cloud and  
on-premises platforms.

SaaS surprises

Software as a service (SaaS) services like 
Microsoft 365 and Google Workspace focus 
on high availability, but have limited built-in 
protection and recovery options. You may 
not be managing servers, but you do need a 
comprehensive data protection plan including 
regular, incremental backups outside of the 
SaaS platform. 
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Unforeseen force majeure

Disasters come in all shapes and sizes. Don’t 
limit your DR plan to common IT disruptions. 
Consider scenarios like widespread power 
outages or communication breakdowns,  
and plan accordingly.

Backup infiltration

Bad actors are increasingly targeting backups 
to increase the chances of a payout.  
Utilize immutable backups, unchangeable  
after creation, for an extra layer of protection 
against ransomware attacks.

Cloud drive disasters

Storing data on Google Drive, Dropbox, OneDrive, 
etc. is incredibly common in the higher 
education space. But these platforms do not 
protect against ransomware and provide  
limited point-in-time recovery options. Cloud 
drives are not a sufficient backup of your data.

Overlooking compliance

Factor in compliance needs when building your 
data protection and DR strategy. Regulations 
common to the research and education  
space like FERPA, HIPAA, and others may  
have security or archival requirements that  
should be considered in your plan.

7

9

8

10

Object Lock is the feature in cloud platforms 
that enables immutability. With immutability, 
your data cannot be changed, deleted,  
or encrypted. This is the ultimate protection 
against ransomware.

Backblaze B2 Cloud Storage Object Lock can be  
configured in either governance or compliance 
mode, or with a legal hold. This extra layer 
of protection safeguards backups from 
ransomware attacks and can also be used  
to meet compliance requirements.

Be aware that some storage providers charge  
for PUT calls, so if you ever need to renew an 
Object Lock on a file (for instance, if your lock 
expires every 90 days), you may get charged  
for that call. Backblaze does not charge for  
PUT calls so you can renew your object locks  
as needed—without additional fees.

Learn More

Object Lock

https://www.backblaze.com/cloud-storage/security


Disaster Recovery Planning for Higher Education 07

Key Challenges in

The Roadblocks to

Effective Disaster Recovery

Higher education IT departments face a unique  
set of challenges that complicate DR planning.  
These challenges include complex data environments, 
limited resources, and the need to protect sensitive 
information. What are some of the key risks for the 
cost, speed, and security of DR protection for higher 
education institutions? 

Higher Education IT: 
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of higher education 
institutions reported they 
were hit with ransomware 
in the past year.

Heterogeneous user landscape
Managing a diverse user base in higher education IT—including 
students needing access to course materials, faculty creating 
and storing research data, staff accessing administrative 
systems, and researchers collaborating on projects—presents 
unique challenges for DR planning. This complexity makes  
it difficult to implement a one-size-fits-all DR strategy.

Compliance conundrum
Strict regulations like HIPAA (healthcare data), FERPA (student 
education records), and research grant requirements add 
another layer of complexity to data management and disaster 
recovery. DR plans must ensure compliance with these 
regulations to avoid hefty fines and reputational damage.

Procurement hurdles
Onboarding a cloud provider can be a cumbersome process, 
especially with stringent pre-qualification requirements. 
This can delay the adoption of cloud-based DR solutions, 
hindering overall preparedness.

These challenges create a perfect storm for disaster recovery 
difficulties in higher education. A robust DR plan needs to 
address these issues head-on to ensure the institution’s 
resilience in the face of unforeseen disruptions.

Ransomware bullseye
Universities are prime targets for ransomware attacks.  
The large amount of sensitive data (student records, research 
data, payment information, etc.) and often-outdated 
applications, services, and procedures make them lucrative 
targets for cybercriminals.

Aging Infrastructure, strained budgets
A significant percentage of educational institutions in the U.S. 
face challenges with aging IT infrastructure, impacting their 
ability to address evolving security threats and data storage 
needs. Limited budgets further restrict the ability to invest in 
modern security solutions and disaster recovery resources.

Data deluge
The exponential growth of data in higher education creates 
a storage management nightmare. Scaling your storage 
infrastructure to accommodate this data surge is both costly 
and time consuming.

Data sprawl and governance
It’s not just the primary data you have to consider, but all 
copies of data and storage across multiple devices and 
environments. Data locality and data sovereignty may need 
to be considered for certain data types (e.g. personally 
identifiable information (PII), enrollment, and student records).

79% 

Source →

https://www.backblaze.com/cloud-storage/compliance
https://assets.sophos.com/X24WTUEQ/at/c949g7693gsnjh9rb9gr8/sophos-state-of-ransomware-2023-wp.pdf
chrome-extension://efaidnbmnnnibpcajpcglclefindmkaj/https://assets.sophos.com/X24WTUEQ/at/c949g7693gsnjh9rb9gr8/sophos-state-of-ransomware-2023-wp.pdf
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The wide range of users and applications that higher 
education IT systems must manage, as well as their 
dynamic use, make these difficulties worse. Many 
legacy systems struggle to adjust to the demands  
of modern higher education environments. 

Higher education IT is especially susceptible to data, 
application, and security risks. Large data volumes,  
a variety of storage and processing platforms, and the 
requirement for long-term retention create  
unique challenges. 

Navigating the Labyrinth:

Higher Education IT 

Backup and Archive Infrastructure
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Traditionally, higher education institutions have relied heavily 
on on-premises backup solutions. Robust storage systems 
hold critical data, often backed up to secondary storage 
within the same physical location. While this approach  
offers a sense of control, it also presents vulnerabilities.

On-premises backups are at risk of localized events like  
loss of power, fire, flooding, or other natural disasters.  
A geographically separate DR site is essential for complete 
protection and compliance. Without a separate DR site,  
the organization risks losing critical data in cases of  
a regional outage or loss of access.

The shift to public cloud and SaaS options opened the  
door to more secure and reliable data backup and disaster 
recovery solutions. By utilizing cloud-based storage and 
backup services, organizations can ensure that their data  
is protected in multiple locations, reducing the risk of data 
loss due to localized disasters. Additionally, cloud-based 
solutions offer scalability and flexibility, allowing organizations 
to easily expand their storage capacity as needed.

Higher education institutions are increasingly recognizing  
the benefits of cloud-based backup solutions having  
seen significant adoption in enterprise organizations.  
Cloud solutions offer scalability, cost-effectiveness,  
and geographically dispersed storage, mitigating the  
risks associated with localized disasters.

On-Premises Legacy
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DR Site Limitations

Off-site tape backups may increase recoverability but create 
challenges with recovery time objectives (RTO) because of 
the increased time it takes to retrieve data from a separate 
location and using tape technology. Hardware issues can 
happen often, and unexpectedly. Cloud-based data storage 
and archiving has gained popularity because of higher 
availability and cost savings over traditional tape backups. 

The cost and time required to operate multiple data centers 
and recovery times should also be considered in the 
requirements for your production and DR infrastructure.  
Never underestimate the risk to a successful recovery  
when facing time-consuming tasks like physical site  
recovery and data restoration from tape.

Many higher education institutions have established alternate 
data centers as a secondary backup layer. However, since 
these sites frequently only use replication technology,  
a malware attack on the primary site could result in total  
data loss. This situation can result in a scenario known  
as the “replication trap.” There is a risk that data 
compromised by malware is replicated to the DR site,  
leading to potential data loss.

Off-site, immutable backups, independent of the primary 
site’s data, are a key component of a robust DR strategy.  
In cases of malware attacks or accidental data deletion  
by users, off-site immutable backups allow for data retrieval  
from a backup saved prior to the incident and reduce  
possible interruptions.

Despite being viewed as a legacy technology, tape backups 
continue to be used in some higher education institutions 
due to their reliability and cost-effectiveness. It is common 
to store tapes at a separate campus location to diversify data 
storage geographically, which helps reduce the impact of local 
disasters on data access and enhances overall data resilience.
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75-80%
To Replace Tape

<5 Days60K
Active UsersCost Savings

Case Study: Coast Community College District

Colleges Graduate to Virtualized, 
Multi-Cloud Backup

Roger Glenn, IT Infrastructure and Systems Engineer,  
Coast Community College

The backups on Backblaze B2 are our ‘In case of emergency, 
break glass’ protection.... It’s well worth the cost to ensure 
all backup data are off-site more than five miles away.

Learn More

https://www.backblaze.com/cloud-storage/case-studies/coast-community-college-district
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To ensure a reliable DR plan that includes cloud services,  
you should:

•	 Evaluate granular recovery requirements for productivity 
platforms like Google Workspace and Microsoft 365.

•	 Evaluate adherence to your long-term backup retention 
policy keeping in mind the regulations that your higher 
education institution might be subject to.

•	 Determine if data stored in cloud platforms needs to 
be backed up with immutability due to cyber insurance 
requirements or school cybersecurity policies.

•	 Examine best practices for comprehensive, secure data 
protection for shared cloud drive services and SaaS 
productivity tools to address the lack of built-in  
recovery features.

•	 Plan to store true backups of your SaaS data just as you 
would for any other data. It may seem redundant to back up 
cloud platforms to the public cloud, but doing so ensures 
that you have the right point-in-time backups you need 
and you can recover on your timeline—not Google  
or Microsoft’s.

Cloud costs will need to factor into decisions for where to 
store your data. Cloud storage costs should be included as 
a non-functional requirement to make sure you can achieve 
your secure recovery goals without sacrificing affordability. 

Cloud-based collaboration and communication tools are 
the lifeblood of educational institutions and yet are often 
left vulnerable to data loss. Cloud services do not provide 
sufficient protection and recovery options that higher 
education and enterprise IT organizations likely need. 

Many higher education institutions leverage cloud services 
like Google Drive and Microsoft 365 for collaboration and 
document storage. However, institutions often find that the 
responsibility for backing up this data falls on their own IT,  
as these services typically don’t offer comprehensive  
backup solutions.

Cloud Services: A Double-Edged Sword
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Learn more about what to watch out for 
with regards to cloud storage pricing in this 
white paper, “The Cost of Cloud Storage  
for Higher Education.”

Many higher education institutions have adopted  
cloud-based DR and backup solutions to augment their 
existing on-premises backups. Moving to cloud-based  
DR and backup options promises to be affordable, secure,  
and malware-resistant. A cloud-based strategy can also  
unlock scalability and more flexible location options.  
Choosing a cloud vendor suitable for higher education  
is a complex decision. 

Does your cloud service provider (CSP) provide immutable 
backup functionality, lifecycle management, and cost usage 
optimization as you grow? Do your access controls extend to 
the cloud for both production and DR? Do your cloud backup 
images require decryption, rehydration, or other post-restore 
effort to be fully recovered? Using cloud data storage for 
production, backups, and archive can lead to some price 
shock as your environment scales. Look for a cloud storage 
provider that provides the level of security you need at an 
affordable price. Using the same CSP for your backups as 
for your production data may not be necessary, as you don’t 
need the same level of performance for backup data.

You need to weigh your cloud-based options to evaluate 
platform compatibility, ongoing costs, and whether your  
CSP locks you in or out of specific ecosystems due to high  
storage costs, data transfer costs, and proprietary features. 

Many on-premises data protection tools also support cloud 
targets for backup storage. Some even have live recovery to 
validate prior to doing a full restore or failover. It’s important to 
match the capabilities of your current backup vendors to your 
recovery requirements and cloud storage budgets.

Cloud-Based DR and Backup

Better Understand the Three Dimensions 
of Cloud Costs

Are there discounts to reduce cloud DR 
and backup costs?

Get White Paper

Carefully read the fine print when considering cloud storage 
costs. While some cloud service providers may provide  
so-called “education pricing,” it may not offer much of  
a discount if the provider’s costs are already high. Hidden 
fees, minimum retention requirements, and complicated 
pricing tiers make accurate forecasting difficult and could 
leave you paying for unused storage just to reach certain 
discount tiers. 

Moving data to lower cost storage tiers or cold storage may 
achieve price reductions, but it often comes at the cost 
of recovery speed and added complexity. Look for a cloud 
storage provider with transparent pricing that makes it easier 
to plan your costs.

https://f001.backblazeb2.com/file/backblaze-b2-collateral/The-Cost-of-Cloud-Storage-in-Higher-Education-Whitepaper.pdf


Disaster Recovery Planning for Higher Education 15

Traditionally, DR for large-scale organizations like universities 
would involve building a physical site to support RTO 
objectives. It’s important to note that building or buying  
a dedicated DR site might not be the most cost-effective 
option for all backups. Instead, cloud storage offers  
a compelling solution specifically for backups. Cloud storage 
is generally more affordable and scalable than on-premises 
storage solutions, making it a great fit for this purpose.

Recovery sites are often referred to by temperature  
(hot, warm, cold) to describe the speed and importance of 
applications and data in those protected sites. The ideal DR 
site temperature (see table) depends on your institution’s 
budget, risk tolerance, and RTOs. Universities with critical 
systems requiring near-instantaneous recovery might opt for 
a hot site. Others might find a warm site or even a cold site  
a more cost-effective option for less time-sensitive systems.

Hot, Warm, and Cold: Choosing the Right DR Site Temperature

Example RTO Goal Times

Hot, Warm, and Cold DR Sites: Choosing the Right Strategy Based on Budget,  
Risk Tolerance, and Recovery Time Objectives 

Hot Site

Pros

Warm Site Cold Site
A fully functional replica of your 
primary production resources, 
constantly maintained and ready for 
immediate failover in the cloud or to  
a secondary on-premises site. 

Pros

A balance between cost and 
recovery time. Faster than cold 
sites, but slower than hot sites.

Most cost-effective option, requiring 
minimal ongoing maintenance.

A pre-configured cloud recovery site 
or hybrid recovery with hardware 
and software infrastructure. 
Requires some manual intervention 
(e.g., software installation) before 
becoming operational.

A basic physical facility with 
essential infrastructure (power, 
cooling, and network connectivity) 
requiring significant configuration 
and installation before use. May also 
include lower cost cloud storage.

Pros

Fastest recovery times due to the 
site’s constant readiness.

Cons

This is the most expensive option 
due to the need for complete 
infrastructure replication.

RTO <15 minutes RTO <24 hours RTO >24 hours

Cons

Still require some manual setup, 
potentially delaying recovery time.

Cons

Longest recovery times due to 
the extensive configuration and 
installation needed.
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The challenges previously outlined highlight the need for 
higher education institutions to develop airtight DR plans. 
Your DR plans should consider the limitations of traditional 
backup methods and explain how a multi-layered approach—
including the benefits of cloud storage, off-site backups,  
and robust on-premises infrastructure—can enhance  
recovery effectiveness.

A comprehensive, multi-layered approach ensures  
the continued protection of critical data in the event  
of unforeseen disruptions.

The Imperative of Developing Robust Disaster Recovery 
Plans in Higher Education Institutions
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Disaster Recovery Planning: A Lifeline for Higher Education IT

Imagine this: a cyberattack knocks out your university’s IT 
systems. Student records are locked away, faculty research 
grinds to a halt, and online courses become inaccessible.  
The pressure mounts as frustrated students, worried faculty, 
and concerned administrators seek answers.

Data disasters, such as ransomware attacks, natural disasters, 
or unforeseen technical glitches, pose a significant threat  
to higher education institutions. These incidents can  
result in significant financial losses, reputational damage,  
and disruption of academic operations.

This is where DR planning becomes your lifeline, and it’s  
a necessity in today’s ever-evolving threat landscape,  
not a “nice-to-have.” Here’s why: 

Disasters are inevitable—not “if” but “when”
Let’s face it, data disasters will occur. A ransomware attack, 
a power outage, or a natural disaster can strike at any time, 
leaving your institution vulnerable. A well-crafted DR plan 
ensures proactive readiness to withstand these challenges 
and reduce downtime.

Business continuity through DR
A robust DR plan is the cornerstone of business continuity 
in a crisis. It outlines the steps necessary to restore critical 
systems and data quickly, ensuring minimal disruption to 
university operations. This facilitates the swift resumption  
of teaching by faculty, maintains seamless research activities, 
and ensures the continuous functionality of student services, 
thus minimizing the impact on the academic community.

Faster, more efficient recovery
Time is of the essence during a data disaster. A well-defined 
DR plan streamlines the recovery process, ensuring a faster 
and more efficient return to normalcy. Each moment of data 
inaccessibility represents a missed chance for learning, 
research, and administrative tasks. A clear plan helps your 
team by aiding in task prioritization, reducing downtime,  
and swiftly getting the university back on track.

Allan Liska, Threat Intelligence Analyst,  
Recorded Future 

It’s always hard to know when you’re 
tracking ransomware attacks because 
most of them are never publicly reported 
for a variety of reasons. 

However, we know there was at least  
a 10% increase in publicly reported 
ransomware attacks against colleges  
and universities in 2022 versus 2021.  
We’re starting 2023 with what appears  
to be that trend of increased 
 attacks continuing.

Source →

https://www.csoonline.com/article/574739/universities-and-colleges-cope-silently-with-ransomware-attacks.html
https://www.csoonline.com/article/574739/universities-and-colleges-cope-silently-with-ransomware-attacks.html


Disaster Recovery Planning for Higher Education 18

Backup Bullseye: 
95% of ransomware 
attacks against higher 
education targets 
attempted to  
target backups. 

Sophos reported in a 2024 survey that 95% of 
ransomware attacks against higher education 
targets attempted to target backups. 

Educational institutions with compromised 
backups also experience longer recovery times 
and significantly higher recovery costs.  
The median recovery cost can be 8x higher  
for institutions with compromised  
backups compared to those without  
compromised backups.

Can’t optimize RTOs and RPOs retroactively
RTO and recovery point objective (RPO) are essential in 
managing a disaster and should be planned ahead of time. 
Your DR plan defines these objectives, ensuring that critical 
systems are restored within acceptable timeframes (RTO)  
and data loss is minimized (RPO) for efficient recovery.

Clear communication for everyone
Effective communication is paramount during a crisis.  
A DR plan clearly defines roles and responsibilities for all 
stakeholders, including IT staff, faculty, administrators, and 
perhaps even students. This ensures everyone understands 
their role in the recovery process clearly, thereby preventing 
confusion and promoting a collaborative response.

Importance of backups and archives
The importance of backups and archives in DR planning is 
finally being recognized. As cybercriminals become more 
sophisticated, they often target backups as well.

While backups are only one component of a larger DR plan, 
they are a critical foundation. Expanding on that groundwork, 
a comprehensive DR plan strengthens your IT security stance 
and safeguards your institution’s resilience against  
unexpected disturbances.

Source →

https://news.sophos.com/en-us/2024/03/26/the-impact-of-compromised-backups-on-ransomware-outcomes/
https://news.sophos.com/en-us/2024/03/26/the-impact-of-compromised-backups-on-ransomware-outcomes/
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DR planning in higher education is a collaborative 
effort, not a solo act for the IT department.  
A comprehensive DR strategy requires input  
and participation from various stakeholders  
across the institution. This section delves into  
the key components of a robust DR plan for  
higher education institutions.

Higher Education Data

Building a Fortress for 

Your DR Strategy:
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Comprehensive DR requires a multi-tiered approach.  
Your DR strategy should encompass four critical stages: 
prevention, preparation, mitigation, and recovery.

This stage focuses on implementing 
proactive measures to fortify 
defenses against disasters. Examples 
include implementing robust 
security protocols, user awareness 
training, and regular vulnerability 
assessments.

Prevention Preparation

Preparation involves developing  
a detailed DR plan that outlines roles, 
responsibilities, and procedures 
for responding to various disaster 
scenarios. Regular testing and drills 
ensure the plan’s effectiveness.

Mitigation

During a disaster, immediate and 
decisive mitigation efforts are 
necessary to swiftly limit the damage 
and prevent escalating disruptions. 
This might involve isolating the 
affected systems, activating backups, 
and communicating with stakeholders.

Recovery

The recovery stage focuses on 
restoring critical systems and data 
to normal functionality as quickly as 
possible. This involves implementing 
the pre-defined steps outlined in 
the DR plan and ensuring a smooth 
transition back to normal operations.

Stages of a DR Strategy: From Prevention to Recovery
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Absolutely! These 12 key considerations will help higher 
education leaders and IT teams when developing and 
reviewing a disaster recovery plan. 

Are There Best Practices for Higher Education DR?

Leave no disaster unidentified

The first step in building a strong DR plan  
is to identify all potential threats, not just 
major disasters. Consider “minor” threats like 
human error or hardware failures that could 
disrupt security and university operations.

Ransomware: Your uninvited guest

Ransomware attacks are a major threat 
to higher education institutions. Dedicate 
a significant portion of your DR plan to 
addressing ransomware scenarios, including 
recovery procedures and strategies to 
minimize the impact of such attacks.

Plan for the worst (and beyond)

While it’s important to plan for likely threats 
like ransomware attacks, don’t neglect 
worst-case scenarios. Develop a plan that 
can handle a catastrophic event like a natural 
disaster wiping out your primary site  
or a widespread communication outage.

Beyond the walls: Cloud catastrophe

Extend your DR plan beyond on-premises 
threats to include potential disruptions 
associated with cloud services, such as outages 
or security breaches. Multi-cloud and hybrid 
disaster recovery options help reduce the risk 
of rare, but highly impactful outages. Cloud 
provider service level agreements (SLAs) define 
availability targets (e.g., 99.9% uptime) which 
can increase your overall data and application 
availability above on-premises capabilities.  

Infrastructure independence

Always anticipate potential infrastructure 
unavailability during a disaster. Plan alternative 
methods for accessing critical data and  
systems, including leveraging cloud infrastructure 
as a service (IaaS) solutions as a backup.

Think beyond data recovery

A robust DR plan goes beyond just recovering 
data. It should outline procedures for  
rebuilding your entire IT environment,  
including applications, configurations,  
security, and user accounts.

1

3

5

2

4

6



Disaster Recovery Planning for Higher Education 22

Additionally, make sure to regularly test and update your  
DR plan to ensure it remains effective and up to date.  
By leveraging affordable, secure, cloud-based backup and 
archive as part of your overall disaster recovery strategy,  
you can better protect your institution’s critical data.  
The result will minimize downtime, risk, and unexpected  
costs in the face of unexpected events.

Plan variations

Develop different versions of your DR plan 
based on the severity of the incident. 
This allows for a more targeted response, 
depending on the specific nature of  
the disruption.

Recovery is the finish line, 
not the starting point

Modern DR strategies prioritize planning 
for recovery from the beginning. Verify the 
usability of your backups and recovered data 
to ensure their effectiveness during a crisis. 
Test your restoration procedures regularly  
to avoid the pitfall of unusable backups  
during a disaster.

Run books: Your DR roadmap

Consider creating predefined “runbooks” 
that outline specific steps for various 
disaster scenarios. These detailed 
documents provide clear instructions  
for IT staff during a crisis.

Securing resources in advance

Don’t wait for disaster to strike before 
securing necessary resources. Budgetary 
approvals, software licenses, and hardware 
procurement should all be addressed  
in advance to avoid delays during a crisis.

Cyber insurance considerations

If your institution has cyber insurance, familiarize 
yourself with the DR planning requirements 
outlined in the policy. Understanding the 
insurance company’s expectations can help  
you tailor your DR strategy accordingly.

DRaaS: A cloud-based DR solution

Disaster recovery as a service (DRaaS) 
provides a cloud-based solution that includes 
data backup and recovery services. 

7
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Tim Pearson, Director for IT Infrastructure and Security,  
Pittsburg State University

Backblaze B2 had the capability we lacked. I bolted it onto 
our system, so now I have off-site backup that is safe and 
well-protected from a regional disaster in Kansas as well  
as ransomware protection with Object Lock.

Case Study: Pittsburg State University

Learn More

Cost Savings

4X 5
Decades of Data Safe

<1
Day Set Up

From Cyclones to Crybercriminals: 
How One University Protects Data  
in Tornado City  

https://www.backblaze.com/cloud-storage/case-studies/pittsburg-state-university
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Build vs. Buy vs. Cloud:  
Finding the Right Fit

Selecting a DR site is fundamental to your higher education 
institution’s DR strategy. There are four main approaches 
to establishing a DR site: building your own, buying services 
from a co-location provider, buying public cloud storage, or 
leveraging a disaster recovery as a service (DRaaS) solution. 
Each approach offers distinct advantages and drawbacks.

Building an on-premises DR site

Buying co-located DR storage

DR Storage Destinations and Services

Pros

It provides complete control over the DR 
environment, offering greater customization 
and security.

Pros

It offers a cost-effective alternative to building 
your own site. Co-location providers manage 
aspects of the physical infrastructure, reducing 
your IT team’s workload.

Cons

Significant upfront investment in hardware, software, 
and facility infrastructure and management.  
Requires ongoing maintenance and staffing costs. 
Limited scalability to accommodate future growth.

Cons

Less control over the environment compared to 
an on-premises solution. May require additional 
investment for network connectivity and 
configuration. Potential vendor lock-in with  
specific co-location providers.

Buying disaster recovery as a service (DRaaS)

Pros

Highly scalable and cost-effective solution. 
Eliminates the need for upfront infrastructure 
investment. DRaaS providers manage the entire  
DR environment and provide technical support, 
freeing up your IT staff.

Cons

Reliance on a third-party provider for critical 
data and infrastructure. Potential concerns over 
network latency and vendor lock-in. Security 
considerations require a careful evaluation of  
the cloud provider’s practices.

Buying public cloud-based DR storage

Pros

Highly scalable and cost-effective. CSPs manage 
the physical infrastructure, reducing your IT team’s 
workload. Features like Object Lock help address 
security concerns versus on-premises storage. 

Cons

Retrieving large volumes of data may be slow  
due to bandwidth constraints. 
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Why Choose DRaaS?

Disaster recovery as a service offers a compelling option 
for higher education institutions seeking a cloud-based 
DR solution. DRaaS providers manage off-site backups, 
replication, and disaster recovery infrastructure, potentially 
reducing the burden on your internal IT team.

DRaaS pros include:

•	 Cost-effectiveness

DRaaS eliminates the upfront cost of purchasing  
and maintaining dedicated DR infrastructure.

•	 Scalability

DRaaS solutions can easily scale up or down based  
on your institution’s evolving needs.

•	 Expertise

DRaaS providers offer the expertise and experience  
of managing disaster recovery infrastructure.

•	 Improved RTOs

Geographically dispersed cloud backups can enable  
faster recovery times in the case of on-premises outages 
and primary site data loss.

It’s important to carefully assess the specific needs and 
requirements of your institution before selecting a DRaaS 
provider. Consider factors such as data security, compliance 
regulations, target compatibility, and the level of support  
and assistance offered by the provider.

Cloud Instant Backup Recovery (Cloud IBR)  
is a simple, cost-effective, and fully-automated 
disaster recovery software as a service (DRaaS) 
platform for Veeam backups stored  
in Backblaze B2 Cloud Storage, with  
on-demand, automation-driven bare metal 
cloud server and storage infrastructure.

Together, Cloud IBR and Backblaze are able to 
provide an ideal, easy to use, and affordable 
disaster recovery solution for a fraction of 
the cost. Cloud IBR enables you to quickly 
recover from ransomware attacks and natural 
disasters using immutable Veeam backups  
and Backblaze B2 Cloud Storage.

Learn More

Cloud Instant 
Backup Recovery

https://www.backblaze.com/cloud-storage/integrations/cloud-instant-backup-recovery
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Replication vs. Backups: 
Understanding  
the Nuances
Data replication and data backup are terms that  
are often used interchangeably, but they are  
distinct concepts with fundamental differences  
in a DR context.

Data replication
Involves copying and synchronizing data between your 
primary site and the DR destination in real-time  
or near real-time.

Offers fast failover capabilities as the replicated data  
at the DR site is constantly updated.

However, if malware infects your primary site, it might also 
replicate to the DR site, rendering the backup compromised.

Data backups
Involves creating full and incremental copies of your data  
and storing them in a separate location, typically on  
a scheduled basis.

Incremental backups capture changes in data, thus offering  
a point-in-time recovery option.

Ideally, backups are immutable to protect against malware 
and ransomware by making files and images read-only  
for safe recovery. 

Air-gapped and offline backups can further help resist 
malware and ransomware attacks by creating a virtual  
or physical separation from the production network.

Cloud-based backups are a great option for addressing 
these requirements in higher education while offering 
affordable scaling options as the environment grows.

Replicating backups
A hybrid approach involves replicating your backups to 
a secondary location, offering a balance between data 
protection and recovery time. This can be between  
on-premises and cloud environments, or across  
multiple cloud targets.

While replicating backups offers additional protection and 
accessibility for online recovery, the backup images are still 
subject to ransomware infection. Using immutable backups 
helps prevent the spread of the infection to recovery sites 
and backup repositories.

Data backups with replication can be an ideal pairing.  
Full and incremental backups with point-in-time snapshots 
can provide regular recovery points with replicated copies  
for remote recovery and additional protection. 

Why Is Cloud 
Increasingly Popular  
for Data Backup  
and Archive?
Cloud storage is popular for data backup and 
archive for many key reasons. Immutability 
options can protect data from changes and 
deletion, which is essential for compliance 
and ransomware protection. Granular access 
control options can increase your compliance 
and security posture. Using cloud-based 
backup and archive also saves money by 
eliminating hardware investments and upkeep, 
since widespread cloud adoption has led  
to better pricing without sacrificing  
overall benefits. 

Learn More

https://www.backblaze.com/cloud-storage/solutions/data-backup-archive
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 The optimal approach to DR depends on your specific needs.

•	 For frequently accessed data requiring near-instantaneous 
recovery, consider a combination of hot site methodology 
and real-time data replication. This offers the fastest 
failover, but can come at a higher cost.

•	 For critical data with acceptable downtime, a warm site 
with replicated immutable backups at a secondary location 
(either on-premises or in the cloud) provides a good 
balance between cost and recovery time. While requiring 
some manual intervention, it offers protection against 
malware replicating to the DR site. 

•	 For less critical data or archival purposes, cold storage with 
periodic backups is a cost-effective option. Backups offer 
a historical record and are less susceptible to malware 
infection compared to replicated data, particularly if  
Object Lock is enabled for immutability.

Cloud Replication
Backblaze B2 Cloud Replication enables 
your data to be automatically copied from 
one location to another for redundancy, 
compliance, and fast local access. Create 
2x backups for a stronger disaster recovery 
posture. Replicating your Backblaze data 
is easy and free—no service or egress 
fees—just the standard Backblaze B2 Cloud 
Storage rates. Set your own rules  
for replication via API, CLI, or web UI.

Learn More

Data replication is important, but it should not be seen as 
a substitute for backups. Backups offer a required safety 
net, providing a point-in-time recovery option even if the 
replicated data is compromised.

Selecting the right DR strategy depends on a careful 
evaluation of your institution’s specific needs, budget,  
and risk tolerance.
 
By understanding the pros and cons of each option, you can 
make an informed decision that ensures optimal protection 
for your critical data in the face of unforeseen disruptions.

Factors to consider when choosing the right approach based on specific needs  
and recovery requirements

https://www.backblaze.com/cloud-storage/features/replication
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Rapid restoration
Time is of the essence during a ransomware attack.  
Your DR plan should outline procedures for swift restoration  
of critical systems and data from backups. Regularly testing  
your backup and restore processes is important for 
minimizing downtime.

User education
Educating faculty, staff, and students about ransomware 
threats and best practices (e.g., not clicking suspicious links, 
reporting phishing attempts) can significantly reduce the risk 
of infection.

Network segmentation
Segmenting your network can help prevent ransomware from 
spreading across your entire IT infrastructure. This limits the 
damage if a single system becomes infected.

Incident response plan
Develop a well-defined incident response plan outlining steps 
to take upon the discovery of a ransomware attack.

Cyber insurance requirements
If you have a cyber insurance policy, be aware of your policy 
requirements for ransomware attacks. For instance, some 
policies will require you to have immutable backups— 
not just off-site backups—to better protect from ransomware.

Common DR Scenarios and Major Considerations for Higher Education IT

Payout policy
It’s never advisable to pay a bad actor; this just fuels the 
ransomware economy and doesn’t ensure you’ll get your 
clean data returned. Moreover, some cyber insurance policies 
may not allow for ransomware payments, or they may require 
you to use their own “ransomware negotiator.” Check for 
these clauses in your policy. The best defense is to ensure 
your backups are recoverable within your necessary RTO  
so you’re not against the wall to issue a payout.

A robust DR plan anticipates various disaster scenarios. 
In this document, we will discuss two common threats faced  
by higher education institutions: a ransomware attack and  
a cloud outage.

Scenario 1  
Ransomware Attack: The Looming Threat

Ransomware attacks are a major concern for universities 
and colleges, often topping the list of DR planning priorities. 
These malicious attacks encrypt critical data, making it 
inaccessible until a ransom is paid, posing a significant threat 
to institutional operations. Here’s what you need to consider 
in your DR plan for a ransomware attack:

Importance of backups
Backups are your primary defense against ransomware.  
A comprehensive backup strategy, incorporating frequent 
backups stored off-site and immutability (unchangeable 
backups, enabled by the Object Lock feature), helps  
ensure you have a clean, uninfected copy of your data  
to restore from.

Correct immutability configuration
Ensure your immutability settings and period are properly 
enabled. Know that there are different types of immutability, 
such as compliance mode and Legal Hold. Improperly 
configured immutability can put your entire backup at  
risk of corruption.

Key Focus: Restoring Your Full Environment

The most common type of recovery in a ransomware 
scenario for higher education institutions involves 
restoring your entire environment, including 
applications, configurations, and user accounts. This 
approach ensures a more comprehensive recovery, 
minimizing data loss and disruption to  
university operations.
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Scenario 2  
The SaaS Risk: When Your Productivity 
Suite Goes Awry

SaaS applications like Microsoft 365 and Google Workspace 
are widely used in higher education institutions. While these 
services offer some inherent redundancy, data loss and 
outages can still disrupt critical operations, largely because 
they operate on a shared responsibility model.

Backing up SaaS data: A must-have
Institutions should prioritize backing up their M365 and 
Google Workspace data. Although these platforms offer 
some built-in redundancy, it is built to protect their own 
infrastructure—not your data. Your data and applications 
are cloud-based for easy access, but do not include built-in 
granular backup and restore features, such as the ability to 
set retention periods or to choose the types of files being 
backed up. 

A comprehensive backup and protection strategy should 
include periodic backups with granularity to be able to 
recover more than just entire mailboxes. Your backup should 
ideally be able to provide multiple recovery points while 
optimizing for storage and retention costs. 

SaaS backups should also provide immutable recovery points 
to mitigate against ransomware and malware attacks. Mail 
and document repositories are popular targets for attackers 
because of widespread use. A comprehensive data protection 
and disaster recovery for SaaS needs to include planning 
for retention and managing data lifecycle. Your plan should 
include both recovery capabilities and the balancing of cost 
versus amount of copies retained.

Unexpected SaaS recovery challenges
If a widely used application experiences a significant outage, 
your DR plan should outline alternative communication and 
collaboration methods to minimize disruption. This might 
involve utilizing alternative cloud services or leveraging local 
resources like file servers for temporary document storage.  
(In this case, the need for endpoint backup becomes even 
more evident.)

The DR plan should also include procedures for monitoring 
service provider notifications and keeping the university 
community informed about the outage and estimated 
restoration times.

By planning for these scenarios, higher education institutions 
can ensure a faster and more efficient response to 
disruptions, minimizing the impact on faculty, staff,  
students, and the overall academic mission.

The Complete Guide to 
Ransomware Ebook

Get the Ebook

https://f001.backblazeb2.com/file/backblaze-b2-collateral/Ebook_Complete_Guide_Ransomware.pdf?__hstc=4958124.a236052577485342386bf1cff21dd698.1670270530877.1674071795016.1674076586316.70&__hssc=4958124.7.1674076586316
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The Mighty Runbook: Your Institution’s DR Lifeline

Authoritative  
Verified by IT and faculty leadership  
through regular audits and approvals.

Accurate  
Reflects current systems, procedures,  
and contact information.

Accessible 
Easy to navigate, with clear instructions  
and visuals.

Absorbed 
Regular training ensures staff familiarity  
with the runbook.

Adaptable 
Can be easily updated to reflect changes  
in infrastructure or procedures.

Audited 
Regularly reviewed and tested as part  
of your DR change control process.

Contents of the DR Runbook:
Executive summary

•	 Briefly outline the purpose of the DR runbook and 
its role in your higher education institution’s disaster 
recovery strategy.

•	 Highlight the importance of the runbook in ensuring  
a swift and coordinated response to data disasters.

Vendor and contact information

•	 Include a comprehensive list of all relevant vendors and 
their contact information, categorized by service.

•	 This might include cloud providers, network providers, 
hardware vendors, and software support contacts.

•	 List your cyber insurance provider and their contact 
details, including any specific claims procedures.

Incident response team

•	 Provide a clear breakdown of the institution’s incident 
response team (IRT) structure.

•	 List key personnel in the IRT, including roles, 
responsibilities, and contact information  
(phone numbers and email addresses).

•	 Include escalation procedures for contacting additional 
personnel within the institution during a crisis.

Procedures
This is the heart of your runbook, outlining the step-by-
step procedures for various disaster scenarios.

•	 Organize procedures by scenario. Categorize  
by ransomware attack, natural disaster,  
power outage, network outage, cloud outage, etc.

•	 Clearly define roles and responsibilities. Assign specific 
tasks to different team members within the IRT  
for each scenario.

•	 Outline detailed, step-by-step instructions. Provide 
clear and concise instructions for each action required 
during a disaster, including screenshots or visuals 
where appropriate.

•	 Set communication protocols. Create communication 
protocols for the IRT and how they will disseminate 
information to faculty, staff, and students.

Remember: Your runbook is a living document. 
Regularly review, update, and test your runbook 
to ensure its effectiveness in real-world disaster 
scenarios. This ongoing process is necessary  
for maintaining a robust and adaptable DR 
strategy for your higher education institution.
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A well-defined DR plan relies heavily on a well-coordinated 
team structure. This section outlines the key roles and 
reporting hierarchy needed for an effective DR response  
in higher education institutions.

Establish Key Team Members, Roles, and Hierarchy:  
The Backbone of Your DR Response

Educating Executives: Framing the DR plan in terms 
of cost avoidance, user downtime minimization, and 
reputational risk mitigation can resonate better with 
executives. Quantify the potential financial losses 
from data breaches and system outages to garner 
executive support for DR initiatives.

The importance of clear communication 
A critical component of any DR plan is clear communication 
to employees and executives regarding their specific roles 
during a security incident. This ensures that the assigned 
team leader can coordinate a unified response. Remember 
to include guidelines about incident escalation, as well as 
agreed-upon methods of communication  
(e.g., email, direct messaging, video calls, etc.).

Executive sponsorship: Beyond awareness 
Executive buy-in is paramount for a successful DR strategy. 
While awareness of the impact of ransomware attacks has 
grown over the years, contextualizing DR plans with historical 
financial impacts, downtime implications, and reputational risk 
associated with such attacks can help to communicate why 
DR is a top-line priority.
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Assembling your incident response team (IRT)
The IRT is the backbone of your DR response and is 
responsible for leading the recovery efforts during a disaster. 
Here’s a breakdown of possible key IRT roles:

•	 Incident commander 
Oversees the entire incident response process, making 
critical decisions and delegating tasks to team members.

•	 Technical lead 
Provides technical expertise, directing recovery efforts  
for IT infrastructure and data restoration.

•	 Communications lead 
Handles external and internal communication, ensuring 
timely updates for stakeholders and mitigating potential 
reputational damage.

•	 Documentation lead 
Maintains the DR runbook, ensuring its accuracy  
and updating it with post-incident findings.

•	 Legal counsel 
Provides legal guidance and ensures compliance  
with relevant regulations during the response and  
recovery process.

Building redundancy
Building redundancy in your IRT allows you to account for 
team member absences. Assign backup personnel for critical 
roles within the team to ensure continuity in the event of 
unforeseen circumstances.

Establish a clear succession plan for leadership roles within 
the IRT. This ensures a smooth transition if the primary 
incident commander or other key personnel become 
unavailable during a disaster.

Establishing a reporting hierarchy
Clearly define a reporting hierarchy within the IRT, outlining 
who reports to whom and the escalation process for making 
critical decisions. A clear chain of command during a crisis 
prevents confusion and delays that could result in prolonged 
downtime and increased risks.	

Beyond cell phones: communication channels 
Disasters can disrupt traditional communication methods 
like cell phone service. Develop alternative communication 
channels for the IRT, such as designated email threads, 
satellite phones, or pre-arranged conference call bridges.  
It is imperative to include this information and contact details 
in your DR runbook for immediate accessibility during crises.

By establishing a well-defined team structure with clear roles, 
communication protocols, and redundancy measures, higher 
education institutions can ensure a coordinated and efficient 
response to data disasters. 
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A robust DR strategy starts with clearly defined 
objectives and priorities. These guide your approach  
and decision-making during a disaster recovery event.

Your strategy should prioritize rapid recovery of critical 
systems and applications to minimize operational 
downtime and resume normal functions swiftly. 

Objectives, Priorities,  
and KPIs: The Compass  
of Your DR Strategy

Primary DR Objectives

Minimize Data Loss Ensure Business Continuity Optimize Costs

The primary objective is to 
minimize data loss through 
regular backups and secure 
storage practices.

The DR plan aims to rapidly 
recover operation of critical 
university functions during a 
disaster, minimizing disruption 
to the academic mission.

Application and data recovery 
needs to balance speed and 
costs to ensure recoverability 
without unnecessarily 
increasing IT spending.

Prioritization: Not all data (or systems)  
are created equal
Prioritizing your critical business applications depends on 
a deep understanding of your institution. Collaborate with 
internal partners (students, faculty, deans, and department 
heads) to identify critical business applications that are 
essential for ongoing operations.

Not all applications require immediate restoration.  
Prioritize systems based on their impact on core university 
functions like research, student records, and learning 
management systems.

Documentation is key
A popular mantra for DR specialists is “Test the plan; don’t 
plan the test.” Your DR plans must be clearly documented  
as working recipes for application and data recovery,  
including dependencies and prerequisites. 

Document the recovery procedures for each critical 
application, outlining the steps required to bring them back 
online. This ensures your IT team can efficiently restore 
essential services during a disaster.
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Compliance Support
Backblaze supports educational institutions’ 
HIPAA and FERPA requirements with SOC 2 
Type 2 certification, PCI DSS support, BAAs 
for HIPAA, a completed HECVAT questionnaire, 
and StateRAMP Progressing Snapshot program 
status, as well as TX-RAMP Provisional 
authorization.

Compliance considerations
Compliance regulations might influence your DR priorities. 
Understand any industry-specific regulations or data privacy 
laws that might dictate specific data protection  
and recovery timeframes. 

Higher education is often subject to many regulations 
because of the many roles they fulfill, including storing 
personally identifiable information (PII), storing data in line 
with grant regulations, processing payments, providing  
or facilitating medical care, and so on. Each of these roles  
have specific compliance requirements for data protection  
and recovery.

Collaborative RTO and RPO setting
Working with internal partners to set RTOs and RPOs ensures 
alignment across the institution.

•	 RTO defines the acceptable timeframe for restoring critical 
applications to a functional state.

•	 The RPO defines the maximum tolerable amount of data 
loss acceptable in the event of a disaster.

Stakeholders need to understand the realistic trade-offs 
involved in setting RTOs and RPOs, balancing the need for 
quick recovery with resource and cost limitations. Achieving 
extremely short RTOs, such as recovery within minutes, might 
require substantial investments in advanced infrastructure, 
redundant systems, and skilled personnel.

Setting achievable RTOs and RPOs that effectively balance 
the need for swift recovery with the financial limitations of the 
organization requires open communication and collaboration.

Restore vs. recovery: Understanding the nuances
It’s important to distinguish between data restoration and 
system recovery. Data restoration specifically involves 
retrieving data from backups. On the other hand, system 
recovery encompasses the comprehensive restoration of 
data, applications, configurations, and user accounts to fully 
restore system functionality. 

Your RTOs should focus on the time it takes to bring  
an application to a usable state, not just the time to  
recover the data.

Setting expectations: Transparency is key 
Faculty, staff, and students might have unrealistic 
expectations regarding recovery times during a disaster. 
Educate the university community on the DR process  
and the inherent complexities involved.

Developing measurable KPIs:  
Tracking your progress
Key performance indicators (KPIs) are your guiding metric 
for measuring the effectiveness of your DR strategy.  
Here are some key DR-related KPIs to consider:

•	 RTO achievement rate 
Tracks the percentage of times critical applications  
are restored within the established RTO.

•	 RPO achievement rate 
Measures the percentage of data recovered that  
meets the defined RPO.

•	 DR plan testing frequency 
Monitors how often the DR plan is tested to ensure  
its effectiveness.

•	 Mean time to recovery (MTTR) 
Tracks the average time taken to recover critical 
applications after a disaster.

•	 Data loss rate 
Measures the amount of data lost during a  
disaster compared to the established RPO.

These KPIs provide valuable insights into your DR 
preparedness and help identify areas for improvement. 

Learn More

https://www.backblaze.com/cloud-storage/compliance
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Let’s explore the main components of a strong backup 
strategy for protecting your institution’s critical data.  
These are essential to a comprehensive DR plan and assist  
in building the business case to align finances and teams  
on goals and objectives.

Your Backup Strategy: 
The Lifeline for Higher 
Education Application Data

Understanding your data:  
Importance of location, age, and accessibility
The first step is to gain a comprehensive understanding  
of your data landscape. This includes documenting:

•	 Data location 
Identify where your data resides (e.g., on-premises servers, 
cloud storage platforms, and user devices).

•	 Data age 
Outline the frequency of your backups and the  
time period covered by existing backups.  
Note: Regular backups are key.

•	 Data accessibility 
Regularly test your restore processes to guarantee 
successful data recovery when needed.

For seamless backup strategy execution, your team needs 
comprehensive knowledge of requirements and backup 
limitations. This includes understanding the backup 
location, the access methods for efficient data retrieval and 
restoration, and the testing procedures to confirm backup 
integrity and ensure successful restoration in the event of  
a data loss scenario. 

Looking beyond backups:  
Unveiling the complexity of data protection
It’s important to understand that several commonly used 
data protection techniques are not true backups:

•	 Snapshots 
While snapshots offer a point-in-time view of your data, 
they are not true backups. While they can be useful for 
recovering from recent changes or errors, they don’t 
provide historical backups or a comprehensive backup 
history. Backups, on the other hand, typically store multiple 
versions of data over time, allowing for recovery from  
a wider range of scenarios.

•	 Replication 
Data replication involves copying data to a secondary 
location for disaster recovery purposes. However, 
replication can also replicate malware, potentially 
compromising both your primary and secondary data. 
Backups offer a separate, uninfected copy of your data.

•	 SaaS platforms (M365, Google Workspace) 
Although platforms like M365 and Google Workspace 
offer storage, they do not promise adequate or complete 
backups. These platforms have their own backup and 
retention policies, which might not align with your 
institution’s specific data recovery needs, particularly  
if there are compliance standards you need to meet. 

Immutability: Safeguarding against  
ransomware attacks
Immutable backups are unalterable copies of your data  
that cannot be modified or deleted. 
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The 3-2-1 Rule: A Common Standard in Data Protection

The 3-2-1 backup methodology is a widely accepted best 
practice for data protection. Cloud storage backup aligns to 
the 3-2-1 rule and unlocks geographic diversity without the 
need for physical recovery sites. For complex infrastructure, 
3-2-1 is the bare minimum. You should consider maintaining 
at least one immutable copy of your backup data, and having 
more than one off-site copy is also advisable. 

Maintain at least three copies of your data.  
This redundancy minimizes the risk of data loss  
due to hardware failure, cloud site/service failures,  
or accidental deletion.

On-Site Off-Site

Store your backups on at least two different media 
types (e.g., off-site network attached storage [NAS], 
Backblaze B2 Cloud Storage, LTO tape, etc.).  
This offers protection against media-specific failures.

Keep at least one copy of your backups stored  
off-site in a geographically separate location or cloud 
region. This ensures data protection even in the event 
of a local disaster that impacts your primary site.

Copies Media Types Off-Site Location3 2 1
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How immutability mitigates ransomware

•	 Ransomware renders primary data inaccessible 
Ransomware encrypts your primary data, and often your 
backups as well, making it unusable until you pay a ransom.

•	 Immutable backups remain untouched 
Since immutable backups are unalterable, ransomware 
cannot encrypt or corrupt them.

•	 Faster recovery  
With readily available, uncorrupted backups, you can 
quickly restore your data, minimizing downtime and 
financial losses and avoiding the worst-case scenario—
paying a ransom to regain access to your data.

Additional Benefits of Immutable Backups:

•	 Enhanced data security 
Immutability protects your data from accidental or 
malicious deletion, providing an extra layer of security.

•	 Regulatory compliance 
Many data security regulations may require organizations  
to maintain immutable backups for specific periods.

Integrating immutable backups into your DR plan is a powerful 
defense against ransomware attacks and ensures the integrity 
of your data in the face of cyber threats. 

Enhanced protection for high-value data: 
Safeguarding critical information
Implement additional safeguards for your most critical data, 
such as:

•	 Schedule more frequent backups for systems storing 
sensitive information like personally identifiable information 
(PII) or high-profile research data.

•	 Geographically dispersed backups. Keeping an additional 
off-site copy in a different geographic location is important 
for all data—it’s how you adhere to a true 3-2-1 strategy, 
but it’s especially important for high-value data. Storing 
backups in geographically separate locations minimizes  
the risk of complete data loss from a single disaster event.

Version control: Enabling restoration to specific 
points in time
Backups should capture various versions of your data, 
allowing you to restore to a specific point in time if necessary. 
Document your version control procedures and schedule 
regular testing to ensure the restoration of previous data 
versions works seamlessly.

Hot storage for rapid recovery:  
Ensuring quick access to critical data
Store your backup data in readily accessible, hot storage.  
This minimizes retrieval times during a disaster, enabling  
faster recovery of critical applications and data.

By implementing a robust backup strategy that incorporates 
the 3-2-1 rule or greater, immutability, version control, and 
cloud storage, higher education institutions can ensure the 
protection of their critical data against various threats.

Using snapshots, replication, or cloud storage alone limits 
your data protection strategy. Moreover, prioritizing additional 
protection for highly sensitive data further strengthens your 
institution’s data security posture. By combining these tools  
in a thoughtful way, organizations can better protect their  
critical data. 
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Mario Hernandez, IT Manager III, Caesar Kleberg Wildlife Research Institute, 
Texas A&M University–Kingsville

I have full trust in Backblaze that, if something were to 
happen, I could easily retrieve what I need. Hopefully that 
never happens, but the benefit is having the peace of mind 
that our data is secure.

Learn More

Cost RestoresLegacy ProtectedImplementation

$040 Years1 Day

Renowned University Protects 
Field Research With Easy 
Endpoint Backup

Case Study: Texas A&M

https://www.backblaze.com/cloud-backup/business/case-studies/texas-a-m-caesar-kleberg-institute
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A well-crafted DR plan is only as effective as its 
implementation and ongoing refinement. This section 
explores effective strategies for testing and improving 
your higher education institution’s DR plan.

From Paper to Practice

Testing and Refining Your Plan: 
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Plan Accessibility:  
Always Available
Ensure your DR plan is readily accessible to your IRT 
members, even during a disaster. Consider storing it in 
a secure, cloud-based location accessible from various 
devices and internet connections. Ensure you can access 
your plan even if your primary environment is down.

The Power of Multiple 
Perspectives: 
Encourage Team Review
Don’t go it alone! Encourage key personnel from various 
departments (IT, academics, and administration) to review 
your DR plan. You might discover potential oversights  
or areas for improvement that you may have missed with  
their diverse perspectives.

Bringing It to Life:  
Drills and Exercises
Regularly conduct DR drills and exercises to put 
your plan into action.

Involve your team 
These exercises should involve all members of your IRT, 
including IT specialists, communication experts, and 
management representatives, simulating real-world response 
scenarios and fostering teamwork within the team.

Learn from every test
The primary objective of testing is to identify  
weaknesses and improve your DR plan. After each test,  
conduct a thorough review session.

Use your DR exercises and drills to analyze successes  
and failures, identify areas for improvement in the DR plan  
and update your plan based on the lessons learned.

From Text to Action:  
Building a Testing 
Framework
Your DR plan should clearly define:

Testing frequency
Establish a regular testing schedule. The optimal frequency 
depends on your institution’s size and risk profile. A minimum 
of annual testing is recommended, with more frequent testing 
(every six months) beneficial for larger institutions.

Testing types 
Incorporate various testing methodologies into your plan.  
This might include:

•	 Tabletop exercises  
Simulate disaster scenarios through facilitated discussions, 
allowing your team to identify communication gaps and 
areas for improvement in the DR plan.

•	 Walk-throughs  
Step through specific recovery procedures outlined in the 
plan with your IRT, ensuring team members understand 
their roles and responsibilities.

•	 Limited scope DR drills  
Simulate a disaster scenario with a specific system or 
application outage, testing recovery procedures for that 
particular environment.

•	 Full-scale DR drills  
Conduct comprehensive tests that simulate a full-blown 
disaster, involving all critical systems, applications,  
and personnel.
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Leveraging Cloud-Based 
Platforms 
Consider cloud-based solutions for DR testing and recovery. 
This eliminates the need for ongoing infrastructure investment 
dedicated solely to testing purposes. Leveraging tools like 
cloud storage and virtualized infrastructure services provide 
flexible, affordable options. 

Here are some key benefits of cloud-based DR testing:

•	 Cost-effectiveness

Cloud platforms offer on-demand resources,  
eliminating the need for dedicated infrastructure  
and associated costs.

•	 Scalability

Cloud resources can be easily scaled up or down  
to meet your specific testing needs.

•	 Repeatability

Cloud environments allow for replicating test scenarios 
consistently, facilitating effective training and  
process improvement.

By implementing a robust testing and refinement plan,  
higher education institutions can ensure their DR strategy 
remains current and effective. Regular testing helps  
identify weaknesses, promotes team coordination,  
and fosters continuous improvement, ultimately  
enhancing your institution’s ability to respond effectively  
to unforeseen disasters.

Embrace the Power  
of Retrospectives
Don’t shy away from analyzing your 
performance during DR tests.

•	 Conduct post-mortems (also known as 
retrospectives) after drills and exercises to 
analyze performance and gather insights.

•	 Encourage open discussion and feedback 
from all participants, including the IRT and 
potentially impacted stakeholders.

•	 Identify areas where the plan fell short or 
where communication could be improved.

•	 Apply these insights to fortify your DR 
plan and improve your institution’s overall 
disaster preparedness.

Lessons learned during DR tests should  
inform the process and must be documented 
to augment and update your DR plan for  
future events. 
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Higher education institutions face a unique set of 
challenges when it comes to disaster recovery. From 
ransomware attacks to natural disasters, unforeseen 
events can disrupt critical operations, impacting 
faculty, staff, and students. A robust plan can ensure 
business continuity and minimize downtime in the 
face of disruptions. 

Key Takeaways:

in the Face of Disruption

Protecting Your Academic Mission 
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Building a Strong 
Foundation: Conclusions 
and Considerations

Establish a team
Assemble a dedicated ncident response team (IRT) with clear 
roles and responsibilities for disaster response.

Define objectives and priorities
Clearly define your DR objectives (e.g., data protection, 
business continuity) and prioritize critical applications  
and data for recovery.

Develop a backup strategy
Implement a robust backup strategy incorporating  
the 3-2-1 rule, immutability, and version control for 
comprehensive data protection. Ensure backups are  
readily accessible for recovery.

Craft a DR plan
Develop a comprehensive DR plan that includes procedures 
for different disaster scenarios, communication protocols,  
and regular testing schedules.

Conduct regular testing
Regularly test your DR plan through drills and exercises  
to identify weaknesses and ensure its effectiveness.

Promote team awareness
Educate faculty, staff, and executives on their specific roles 
and responsibilities during a disaster recovery event.

Cloud considerations
Develop backup and recovery strategies for cloud-based 
applications like M365 and Google Workspace, recognizing 
their limitations as standalone backup solutions.

SaaS outages
Establish alternative communication and collaboration 
methods to minimize disruption during widespread outages  
of cloud-based applications.

Cybersecurity concerns
Prioritize robust cybersecurity measures to minimize the risk 
of ransomware attacks and data breaches. Regularly update 
software and provide education on best practices for cyber 
hygiene to users to enhance cybersecurity measures.

Compliance requirements
Ensure your DR plan aligns with relevant industry regulations 
and data privacy laws.

By following the concepts outlined in this guide, higher 
education institutions can build a comprehensive DR strategy 
that safeguards their critical data, minimizes disruption, and 
ensures the continued success of their academic mission  
in the face of unforeseen challenges.

Beyond the Basics:  
Additional Considerations 
for Higher Education
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This checklist is designed to cover key aspects of DR 
planning and implementation to ensure that higher 
education IT departments are thoroughly prepared to 
handle unexpected disasters efficiently and effectively.

APPENDIX A:

Higher Education IT

DR Checklist for 
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4. Team roles and communication

	 Define roles and responsibilities for disaster recovery  
within the IT team and broader staff.

	 Establish and regularly test communication plans  
both internally and with external stakeholders.

	 Train all team members on their roles in the DR plan.

5. Incident response

	 Develop and document incident response procedures to 
address different types of disasters  
(e.g., cyberattacks, natural disasters).

	 Set up an incident response team with clear roles  
and responsibilities.

	 Keep an updated contact list of all team members and 
critical service providers.

6. Vendor management

	 List critical vendors and service providers, along with 
contact details and service level agreements (SLAs).

	 Establish protocols for coordination with vendors during 
and after a disaster.

	 Regularly review and assess vendor performance  
and contingency capabilities.

7. Testing and drills

	 Conduct regular DR testing to validate the  
effectiveness of the plan.

	 Update DR procedures based on feedback and  
findings from tests and drills.

1. Risk assessment and planning

	 Conduct a comprehensive risk assessment to identify 
potential threats and vulnerabilities.

	 Develop a DR plan that addresses identified risks specific 
to higher education environments.

	 Ensure DR plans align with institutional goals and 
compliance requirements (e.g., FERPA, HIPAA).

2. Infrastructure and resources

	 Assess and document the IT infrastructure, including 
hardware, software, and network configurations.

	 Ensure sufficient backup facilities and procedures are  
in place and regularly tested.

	 Evaluate the need for and implement cloud-based 
solutions for redundancy.

3. Data management

	 Implement regular data backup procedures  
(daily, weekly, monthly).

	 Test data restoration processes to ensure data  
integrity and availability.

	 Classify data based on sensitivity and criticality, applying 
appropriate security measures.

8. Documentation and compliance

	 Ensure all DR procedures and policies are  
well-documented and easily accessible.

	 Regularly review and update DR documentation  
to reflect new threats, technological changes,  
and regulatory updates.

	 Conduct compliance audits to verify adherence  
to legal and regulatory requirements.

9. Awareness and training

	 Implement a continuous education program on disaster 
recovery for IT staff and relevant stakeholders.

	 Provide regular updates and training sessions on new 
threats and recovery techniques.

	 Develop awareness programs for the wider campus 
community about their role in disaster preparedness.

10. Review and continuous improvement

	 Schedule periodic reviews of the DR plan to ensure  
it remains relevant and effective.

	 Solicit feedback from stakeholders to improve  
DR strategies.

	 Keep abreast of technological advancements and 
incorporate appropriate innovations into the DR plan.

	 In the event of a cyberattack, perform a retrospective with 
the goal of incorporating key learnings into your DR plan.


